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What is Fine-grained entity typing(FET)

Given a candidate entity(mention) and it is context, 
predict a set of possible categories(Type)

Context: "They were arrested by FBI agents." 
Mention: FBI agents
Type:{organization, administration, force, agent, police}.

Case: Jack robs Mike, Jack is eventually caught.

NER:Jack:{person},Mike:{person}

FET:Jack:{person, criminal},Mike:{person, victim}

By providing fine-grained semantic labels, FET is 
critical for entity recognition and can benefit many 
NLP tasks, such as relation extraction ,entity linking 
and question answering.
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First Due to the massive label set, it is impossible 
to independently recognize each entity label 
without considering their dependencies

Second, because of the fine-grained and large-
scale label set, many long tail labels are only 
provided with several or even no training 
instances
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For encoding, we form the input instance X as “[CLS], x1, ..., [E1], 
m1, ..., mk, [E2], ..., xn“ where [E1], [E2] are entity markers, m is 
mention word and x is context word. We then feed X to BERT and 
obtain the source hidden state H ={h1, ..., hn}. Finally, the hidden 
vector of [CLS] token is used as sentence embedding g
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Concretely, we utilize a LSTM-based auto-regressive network as decoder and 
obtain the hidden state of decoder S = {s0, ..., sk}, where k is the number of 
predicted labels. We first initialize s0 using sentence embedding g, then at 
each time step, two attention mechanisms – contextual attention and premise 
attention, are designed to capture context and label information for next 
prediction.

Deductive Reasoning for Extrinsic Dependencies
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Contextual Attention

Premise Attention

Label Prediction
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Inductive Reasoning for Intrinsic Dependencies

BAG Construction

BAG g ={V, E}

V contain attribute nodes Va and label nodes Vl

In local BAG, we collect attributes in two ways: 
(1)We mask the entity mention in the sentence, and predict the [MASK] token using 
masked language ,and the non-stop words whose prediction scores greater than a 
confidence threshold θc will be used as attributes — we denote them as context 
attributes.
 (2) We directly segment the entity mention into words using Stanza2, and all non-stop 
words are used as attributes — we denote them as entity attributes.
Figure 3 shows several attribute examples. Given attributes, we compute the attribute-
label relatedness (i.e. E in g) using the cosine similarity between their GloVe 
embeddings.
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Reasoning over BAG
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Learning



Chongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAIChongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAI



Chongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAIChongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAI



Chongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAIChongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAI



Chongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAIChongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAI



Chongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAIChongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAI



Chongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAIChongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAI



Chongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAIChongqing 
University of 
Technology

Advanced Technique 
of Artificial  
Intelligence

ATAI


